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ABSTRACT: In this paper, we use Chebyshev polynomials method of the first kind of degree n to solve linear Fredholm weakly singular integro- differential equations (LFWSIDEs) of the second kind. This techniques transform the linear Fredholm weakly singular integro-differential equations to a system of a linear algebraic equations. Application are presented to illustrate the efficiency and accuracy of this method.
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I. INTRODUCTION

The introduction Integro- differential equations play an importance role in scientific field such as fluid dynamics, solid state physics , plasma physics and mathematical biology [1]. Some problems of mathematical physics are described in terms of (NLVWSIDEs) which has been studied by different methods including the spline collocation method [2], piecewise polynomials [3], Haar wavelets [4], the homotopy perturbation method (HPM)[5,6], the wavelet –Galerkind method [7], Taylor polynomials [8], The Tau method [9], the Sinc – collocation method [10], the Combined Laplace transform-Adomian decomposition method [11], and the Adomian’s asymptotic decomposition method [12] to determine exact and approximate solutions. But to our knowledge there is still no viable analytic approach for solving weakly singular Volterra integro-differential equations. The present work is motivated by the desire to obtain approximate solution to nth-order nonlinear weakly singular Volterra integro-differential equation, where the integrand is weakly singular in the sense that its integral is continuous at the singular point. In section two definition of Chebyshev polynomials of the first kind and its properties with illustrative example are given. In section three the proposed method for solving nonlinear Volterra weakly singular integro-differential equations. Application is presented in section four. Finally, a brief Conclusion is stated in section five.

II. CHEBYSHEV POLYNOMIALS OF THE FIRST KIND Tₙ(x), [15]

The Chebyshev polynomials of the first kind of degree n is a set of orthogonal polynomials and it is defined by the recurrence relation

\[ T_0(x) = 1 \]
\[ T_1(x) = x \]
\[ T_{n+1}(x) = 2xT_n(x) - T_{n-1}(x), \text{ for each } n \geq 1. \] …(1)

2.1 Properties Of The Chebyshev Polynomials Tₙ(x)

1. The Chebyshev polynomials of the first kind Tₙ(x), n = 0,1,... are a set of orthogonal polynomials over the interval [-1,1] with respect to the weight function \( W(x) = (1-x^2)^{-1/2} \), that is :

\[ \int_{-1}^{1} w(x)T_n(x)T_m(x) \, dx = \begin{cases} 0 & n \neq m \\ \frac{1}{2} & n = m \neq 0 \\ \pi & n = m = 0 \end{cases} \] \( \cdots (2) \)

2. The Chebyshev polynomials of the first kind can be defined by the trigonometric identity \( T_n(\cos(0)) = \cos(n\theta) \) for \( n=0,1,2,3,...3 \).

3. \( T_n(x) \) has n distinct real roots \( x_i \) on the interval [-1,1], these roots are defined by :
The approximate solution of non linear Volterra weakly singular integro-differential equations by..

\[ x_i = \cos \left( \frac{(2i+1)\pi}{2N} \right), \quad i = 0, 1, 2, \ldots, N - 1 \]  \quad \ldots(3)

are called Chebyshev nodes. \( T_n(x) \) assumes its absolute extrema at

\[ x_j = \cos \left( \frac{j\pi}{N} \right) \quad \text{for} \quad j = 0, 1, 2, \ldots, N \]  \quad \ldots(4)

4. A polynomial of degree \( N \) in Chebyshev form is a polynomial

\[ p(x) = \sum_{n=0}^{N} a_n T_n(x) \]  \quad (5)

Where \( T_n \) is the \( n \)th Chebyshev form

The first few Chebyshev polynomials of the first kind for \( N=0,1,2,3,4,5 \) for interval \([-1,1]\) are given in figure(1).

![Figure (1): The first few Chebyshev polynomials of the first kind for \( N=0,1,2,3,4,5 \).](image1)

### 2.2 Shifted Chebyshev Polynomials

Shifted Chebyshev polynomials are also of interest when the range of the independent variable is \([0,1]\) instead of \([-1,1]\). The shifted Chebyshev polynomials of the first kind are defined as

\[ T_n^*(x) = T_n(2x - 1), \quad 0 \leq x \leq 1 \]  \quad \ldots(6)

Similarly, one can also build shifted polynomials for a generic interval \([a,b]\) where

\[ x_i = \frac{b-a}{2}x_i + \frac{b+a}{2} \]  \quad \ldots(7)

The first few Chebyshev polynomials of the first kind for \( N=0,1,2,3,4,5 \) for interval \([0,1]\) are given in figure(2).

![Figure (2): The first few shifted Chebyshev polynomials of the first kind for \( N=0,1,2,3,4,5 \).](image2)
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III. INDENTATIONS THE PROPOSED METHOD FOR SOLVING NONLINEAR VOLterra WEAKLY SINGULAR INTEGRO-DIFFERENTIAL EQUATIONS

Let us consider the following $k^{th}$-order NLVWSIDEs of the following form:

$$
\sum_{i=0}^{k} p_i(x)y^{(i)}(x) = f(x) + \int_{t_0}^{t_j} k(x,t,y(t))dt \quad x \in [a,b]
$$

with initial condition $y(a) = \beta$ where $\beta$ is a constant

$k$, $f$ are given functions and $y$ is the solution to be determined. Moreover assume that the kernel

$$
k(x,t,y(t)) = \frac{H(x,y(t))}{|x-t|^a} \quad \forall x, t \in [a,b] \text{ with } x \neq t \text{ where } 0 < \alpha < 1.
$$

As well as assume that the kernel $H$ is in $L^2[a,b]^2$ and the right hand side $f$ are in $L^2[a,b]$. Also suppose that $H(x,t,y(t))$ satisfies in the Lipschitz condition,

$$
|H(x_1,t,y(t))-H(x_2,t,y(t))| \leq L_0|x_1-x_2|
$$

An approximate solution of (9) where $y(x)$ defined on $[-1,1]$ is [14]:

$$
y(\tilde{x}) \approx \sum_{i=0}^{N} T_i(\tilde{x}) b_i
$$

If we truncated the series (10), then we can write (10) is written as follows:

$$
y(\tilde{x}) \approx \sum_{i=0}^{N} T_i(\tilde{x}) b_i \approx T(\tilde{x}) B
$$

$$
k(\tilde{x},t,y(t)) = k(\tilde{x},t,\sum_{i=0}^{N} T_i(t)b_i) \approx k(\tilde{x},t,T(t)B)
$$

$$
\sum_{i=0}^{p} a_i(\tilde{x})y^{(i)}(\tilde{x}) \approx \sum_{i=0}^{p} a_i(\tilde{x}) \frac{d^i}{dx^i} )\sum_{i=0}^{n} T_i(\tilde{x}) b_i
$$

where $T(\tilde{x}) = [T_0(\tilde{x}), T_1(\tilde{x}), T_2(\tilde{x}), ..., T_N(\tilde{x})]$,

$$
B = [b_0, b_1, b_2, ..., b_N]^T
$$

Clearly $T$ is $1 \times (N+1)$ vectors and $B$ is $(N+1) \times 1$ vectors and the aim is to find Chebyshev coefficients $b_i$ that is the matrix $B$. We first substitute the Chebyshev nodes, which are defined by

$$
\tilde{x}_i = \cos \left( \frac{2i+1}{2N} \pi \right), \quad i = 0, 1, 2, ..., N-1
$$

into (12) and (13) and (14) then rearrange a new matrix form to determine $B$:

$$
y = f + k
$$

In which $k$ is the nonlinear integral part of (8) and

$$
y = \begin{pmatrix}
p_0(\tilde{x}_0) y^{(0)}(\tilde{x}_0) \\
p_1(\tilde{x}_1) y^{(1)}(\tilde{x}_1) \\
\vdots \\
p_k(\tilde{x}_k) y^{(k)}(\tilde{x}_k)
\end{pmatrix},
\quad f = \begin{pmatrix}
f(\tilde{x}_0) \\
f(\tilde{x}_1) \\
\vdots \\
f(\tilde{x}_k)
\end{pmatrix},
\quad k = \begin{pmatrix}
k(\tilde{x}_0) \\
k(\tilde{x}_1) \\
\vdots \\
k(\tilde{x}_k)
\end{pmatrix}
$$

By substituting (11), (12) and (13) into (14) gives nonlinear algebraic equations in $(N+1)$ unknown coefficients. These equations are solved by using (Matlab R2010b) to obtain the unknown coefficients $b_i$ which are then substitute into (10) to get the approximate solution of (8). If the function $y(x)$ defined on $[0,1]$, the transformation $\tilde{x} = \frac{1}{2}(b-a)x + (a+b)$ is used to transform the nodes $\tilde{x}_i$ on $[-1,1]$ into the corresponding nodes $\tilde{x}_i$ on $[0,1]$.

Two algorithms for solving (NLVWSIDE’s) on interval $[-1,1]$ and $[0,1]$ are given as follows:

3.1 The Algorithm For Solving (Nlvw sides) In To $[-1,1]$

Input : $a, b, \alpha, N, M, m, y(x), f(x), p(x), \sqcup$.

Output : The approximate solution of the NLVWSIDEs.

Step 1: process: Find $T_i(\tilde{x}), (T_i(\tilde{x}))\tilde{x}$ (Chebyshev polynomials).

Step 2: Find roots $\tilde{x}_i, i = 0, ..., N$. (roots of Chebyshev polynomials)

Step 3: Find roots

$$
t_i = a + j + k_i \pm \epsilon, k_i = \frac{2i-1}{M}, i = 0, ..., N, j = 0, ..., M, \tilde{x} = t.
$$

Step 4: Calculate $(T_i(\tilde{x}))^m$ where $m > 1, i, j = 0, 1, ..., N$

Step 5: Calculate $R_{ij} = \frac{k_i}{2} [Y_{10} + 2 \sum_{k=1}^{M-1} Y_{ik} + Y_{1M}]$ (Trapezoidal rule)

Where $Y_{ij} = \frac{(T_{ij}(\tilde{x}))^m}{|\tilde{x}_i-\tilde{x}_j|^m}, i = 0, ..., N, j = 0, ..., M$

Step 6: Construct the system:

$$
A_{ik} = b_k \ast \left( (T_k(\tilde{x}_j))^m + p(\tilde{x}_j) * T_k(\tilde{x}_j) \right) - (b_j)^m * R_{ij} = f(\tilde{x}_i)
$$

$i, k = 0, ..., N$ where $b_k$ are unknowns.

Step 7: let $b_0 = 0, i = 0, ..., N$. (initial values)

Step 8: Solve the non-linear system $A_{ik} = B_i$ using the library function $\sqcup$.
solved and find the unknowns $b_i$.
Step 9: Calculate the approximate function $y_0(\tilde{x}) = \sum_{i=0}^{M} T_i(\tilde{x}) b_i$
Step 10: Calculate absolute error is the comparison between the exact and the approximate solutions.
Step 11: END of the process.

3.2 The Algorithm For Solving (NLVWSIDEs) In To[0,1]
Input: $a$, $b$, $\alpha$, $N$, $M$, $m$, $y(x)$, $f(x)$, $p(x)$, $\ldots$
Output: The approximate solution of the NLVWSIDEs.
Step 1: process : Find $T_i(\tilde{x})$. (Chebyhev polynomials)
Step 2: Find $T_i^\alpha(\tilde{x})$, $(T_i^\alpha(\tilde{x}))^\prime$. (shifted Chebyhev polynomials)
Step 3: Find roots $\tilde{x}_i$, $i = 0, \ldots, N$ (roots of Chebyhev polynomials)
Step 4: Find roots $\tilde{x}_i$ by using the transformation
Step 5: Calculate $(T_i^\alpha(\tilde{x}))^m$ where $m > 1, i = 0, 1, \ldots, N$
Step 6: Find roots
$\tilde{t}_i = a + j \frac{1}{2} \pm \sqrt{j \frac{2}{M}}, i = 0, \ldots, N, j = 0, \ldots, M, \tilde{t} = t$.
Step 7: Calculate $R_i = \frac{k_i}{2} [Y_{i0} + 2 \sum_{k=1}^{M-1} Y_{ik} + Y_{iM}]$ (Trapezoidal rule)
Where $Y_{ij} = \frac{(T_i^\alpha(\tilde{x}))^m}{|\tilde{t}_i - t_j|^m}$, $i = 0, \ldots, N, j = 0, \ldots, M$
Step 8: Construct the system:
$A_{ik} = b_j \cdot \left( (T_i^\alpha(\tilde{x}))^\prime + p(\tilde{x}) \cdot T_i^\alpha(\tilde{x}) \right) - (b_j)^m \cdot \frac{R_i}{B_i} \cdot B_i = f(\tilde{x})$, $i = 0, \ldots, N$
where $b_j$ are unknowns.
Step 9: let $b_j = 0, i = 0, \ldots, N$ (initial values)
Step 10: Solve the non-linear system $A_{ik} = B_i$ using the library function $f$ solve and find the unknowns $b_i$.
Step 11: Calculate the approximate function $y_N(\tilde{x}) = \sum_{i=0}^{N} T_i(\tilde{x}) b_i$
Step 12: Calculate absolute error is the comparison between the exact and the approximate solutions.
Step 13: END of the process.

I. APPLICATION
In this section, A numerical example to clarify the applicability and activity of the proposed method is given. The computations have been performed by using Matlab R2010b.
Consider the following first-order NLVWSIDEs,[13]:
y \left( \tilde{x} \right) + p(\tilde{x}) y(\tilde{x}) = f(\tilde{x}) + \int_{a}^{\tilde{x}} \frac{f(y(t))}{(\tilde{x} - t)^{\alpha}} dt, 0 < \alpha < 1, \tilde{x} \in [0,1]
\ldots(16)
with initial condition $y(0) = 0$
where $\alpha = \frac{1}{2}, a = 0$, and the exact solution $y(\tilde{x}) = \tilde{x}(\tilde{x} - 1)$. Let $F(y(t)) = y^2(t)$,
p(\tilde{x}) = \frac{16}{315} \tilde{x}^2 (21 + 4\tilde{x} (4\tilde{x} - 9)) + 1, f(\tilde{x}) = \tilde{x}^2 + \tilde{x} - 1$.

Tables (1), (2) and (3) illustrate the comparison between the exact and the approximate solution depending on Mean Square Error(MSE) and Elapsed Time(ET) for $N=10,12$ and 14 respectively

**Table (1): Results obtained and errors for application: N=10**

<table>
<thead>
<tr>
<th>X-value</th>
<th>Exact solution</th>
<th>Approximate solution</th>
<th>Absolute error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0051</td>
<td>-0.0051</td>
<td>-0.0234</td>
<td>0.0183</td>
</tr>
<tr>
<td>0.0452</td>
<td>-0.0431</td>
<td>-0.0593</td>
<td>0.0162</td>
</tr>
<tr>
<td>0.1221</td>
<td>-0.1072</td>
<td>-0.1193</td>
<td>0.0121</td>
</tr>
<tr>
<td>0.2397</td>
<td>-0.1769</td>
<td>-0.1828</td>
<td>0.0059</td>
</tr>
<tr>
<td>0.3591</td>
<td>-0.2302</td>
<td>-0.2268</td>
<td>0.0034</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.2500</td>
<td>-0.2344</td>
<td>0.0156</td>
</tr>
<tr>
<td>0.6409</td>
<td>-0.2302</td>
<td>-0.2018</td>
<td>0.0283</td>
</tr>
<tr>
<td>0.7703</td>
<td>-0.1769</td>
<td>-0.1387</td>
<td>0.0382</td>
</tr>
<tr>
<td>0.8779</td>
<td>-0.1072</td>
<td>-0.0631</td>
<td>0.0441</td>
</tr>
<tr>
<td>0.9548</td>
<td>-0.0431</td>
<td>0.0038</td>
<td>0.0470</td>
</tr>
<tr>
<td>0.9949</td>
<td>-0.0051</td>
<td>0.0430</td>
<td>0.0481</td>
</tr>
<tr>
<td>MSE</td>
<td>8.8719e-004</td>
<td>ET</td>
<td>164.313091Sec.</td>
</tr>
</tbody>
</table>

**Table (2): Results obtained and errors for application: N=12**

<table>
<thead>
<tr>
<th>X-value</th>
<th>Exact solution</th>
<th>Approximate solution</th>
<th>Absolute error</th>
</tr>
</thead>
</table>
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Table (3): Results obtained and errors for application: N=14

<table>
<thead>
<tr>
<th>x-value</th>
<th>Exact solution</th>
<th>Approximate solution</th>
<th>Absolute error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0027</td>
<td>-0.0027</td>
<td>-0.0120</td>
<td>0.0093</td>
</tr>
<tr>
<td>0.0245</td>
<td>-0.0239</td>
<td>-0.0323</td>
<td>0.0084</td>
</tr>
<tr>
<td>0.067</td>
<td>-0.0625</td>
<td>-0.0693</td>
<td>0.0068</td>
</tr>
<tr>
<td>0.1284</td>
<td>-0.1119</td>
<td>-0.1163</td>
<td>0.0043</td>
</tr>
<tr>
<td>0.2061</td>
<td>-0.1636</td>
<td>-0.1645</td>
<td>0.0009</td>
</tr>
<tr>
<td>0.2966</td>
<td>-0.2086</td>
<td>-0.2047</td>
<td>0.0039</td>
</tr>
<tr>
<td>0.396</td>
<td>-0.2392</td>
<td>-0.2287</td>
<td>0.0105</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.2500</td>
<td>-0.2314</td>
<td>0.0186</td>
</tr>
<tr>
<td>0.604</td>
<td>-0.2392</td>
<td>-0.2121</td>
<td>0.0271</td>
</tr>
<tr>
<td>0.7034</td>
<td>-0.2086</td>
<td>-0.1741</td>
<td>0.0346</td>
</tr>
<tr>
<td>0.7939</td>
<td>-0.1636</td>
<td>-0.1234</td>
<td>0.0402</td>
</tr>
<tr>
<td>0.8716</td>
<td>-0.1119</td>
<td>-0.0682</td>
<td>0.0438</td>
</tr>
<tr>
<td>0.933</td>
<td>-0.0625</td>
<td>-0.0167</td>
<td>0.0458</td>
</tr>
<tr>
<td>0.9755</td>
<td>-0.0239</td>
<td>0.0230</td>
<td>0.0469</td>
</tr>
<tr>
<td>0.9973</td>
<td>-0.0027</td>
<td>0.0447</td>
<td>0.0474</td>
</tr>
<tr>
<td>MSE</td>
<td>8.5709e-004</td>
<td>ET</td>
<td>420.942616 Sec.</td>
</tr>
</tbody>
</table>

Figures (3),(4) and (5) illustrate the comparison between the exact and the approximate solution for N=10,12 and 14 respectively.

Figure(6) illustrate the comparison between the shifted Chebyshev nodes and the MSE of application when N=2...14.

Figure(3): A Comparison between the exact and the approximate solution using expansion method of Chebyshev polynomials of application for N=10.
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III. CONCLUSION

In this paper, the expansion method is using Chebyshev polynomials of the first kind of degree n as basis function for approximating the solution of one weakly singular integro-differential equations: which are the NLVWSIDEs. In application the solution of NLVWSIDEs is reduced to the system of nonlinear equations by removing the singularity using an approximate point t, and we have the following results:
The approximate solution of non linear Volterra weakly singular integro-differential equations by..

- When the degree of expansion method of Chebyshev polynomials of the first kind is increases the error is decreases. Which is shown in Tables (1), (2), and(3).
- The proposed method is a delicate and an effective to solve NLVWSIDEs.
- This method can be extended and applied to the system of non linear Volterra weakly singular integro-differential equations.
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